Midterm 1 Review Questions

There will be seven multiple-choice questions and three work-out problems in Midterm 1.

For a review of material about the concepts covered in Midterm 1, please refer to the pdf named “Formula
sheet Midterm 1" in the content folder. Below are some selected questions from the final exams from 2018 to
2019. You can find more exercises from the past exam archive.

Fall 2018 #1, #2, #4, #6, #9, #14
Fall 2019 #1, #2, #8, #10, #13, #16
Spring 2018 #2, #4, #12,

Spring 2019 #2, #4

We list the above questions here for convenience. The complete notes for solving these questions will be
posted on Thursday, Feb 17.

Fall 2018 | Existence and Uniqueness Theorem

#1. Consider the system of linear equations
x+2y+3z=1
3z +5y+4z=a
2z + 3y + a’z = 0.
~
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For which value of a is the SyStem Inconsistent: A linear system is consistent if and only if the rightmost column of the augmented
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Solutions for Ax=b ’ 3 %ﬂ S 2D Un Lno wng

#2. Consider the equation Ax = b where A is a 3 x 2 matrix and b is in R3. Which of the following
statements is true for every matrix A ?

A. The equation Ax = b is inconsistent for every b in R3.

B. Whenever the equation Ax = b is consistent, it has exactly one solution x.

C. Whenever the equation Ax = b is consistent, it has infinitely many solutions x.

D. The equation Ax = b is inconsistent for at least one b in R3.

E. If the columns of A are a scalar multiple of one another, then the equation Ax = b has exactly one
solution.
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‘The inverse matrix theorem ’ [Linear Independence’
#4. Which of the following subsets of R3 is linearly independent?
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[ Basis for Nul A J

-3 6 -1 -4
#6. Find a basis for the null spaceof A= | 1 -2 2 3 |.
2 —4 5 7

NulA: - The null space of a matrix A is the set Nul A of all solutions of
, > the homogeneous equation Ax = 0.

-2 ' - To test whether a given vector v is in Nul A, just compute Av
to see whether Av is the zero vector.
\ i | 1 ) - To find a basis for Nul A, we solve the equation Ax = 0 and

write the solution for x in parametric vector form. The vectors in
the parametric form give us a basis for Nul A.
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#9. Let we have the (i, j)-entry of A~! given b
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[Onto and one-to-one transformation

4 8 11= A

#14. Let T be the linear transformation whose standard matrix is |0 @ —1 3. Which of the following

statements are true?
ﬁ—i’Lﬂma-ps—R?LenLG-Rﬁ—

(i) T maps R* onto R3 V
(il Tisonto V'

L

A. (i) and (iii) only

B. (i) and (iv) only

C. (ii) and (iv) only

(ii) and (iii) only

E. (ii), (iii) and (iv) only

0 O 0
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Onto and One-to-One Linear Transformations
Onto: - A mapping T : R® — R™ is said to be onto R™ if each

b in R™ is the image of at least one x in R™. This is an
existence question.

- Let A be the standard matrix for 7', then 7" maps R™ onto
R™ if and only if the columns of A span R™ (if and only if
A has a pivot position in every row).

One-to-One: - A mapping T : R" — R™ is said to be one-to-one if each
b in R™ is the image of at most one x in R™. This is a
uniqueness question.

- T is one-to-one if and only if the equation T'(x) = 0 has
only the trivial solution.

- Let A be the standard matrix for 7', then T is one-to-one
if and only if the columns of A are linearly independent.
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Fall 2019 | Properties of the determinant

#1. Given the determinant
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[ Solutions to Ax=b

J

#2. Let A be anm X n matrix and b be a non-zero vector in R™. Which of the following statements must be
TRUE? ™ e%sms. ., N amhkrnowns |

(i) If Ax = 0 has only the trivial solution, then Ax = b has no solution.

(ii) If Ax = b has exactly one solution, then A4 is an m X n matrix with m > n.
(iii) If Ax = 0 has infinitely many solutions, then Ax = b has infinitely many solutions.
(iv) If A is an n X n square matrix, then Ax = 0 has exactly one solution.

A. (ii) only () Nod {rue . A-T. :[; o] 7:[;1 Then A% =5

B. (iii) only [

C. (i) and (ii) only hoe m‘,ﬂ tinol colmbron But Az < | :7§

D. (iii) and (iv) only
E. (ii), (iii), and (iv) only
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Basis for Col A and Nul A

-1 -3 0 4 —6

#8.Suppose A= |-1 -1 —1 —1 —3|.Which of the following statements is false?
2 -1 2 —4 0 Col A, Nul A
_ - _ - _ - ColA: - The column space of a matrix A is the set Col A of all linear
-1 -3 0 combinations of the columns of A.
. . - The pivot columns of a matrix A form a basis for the column
A | 1|, | =1, | =1 ¢ isabasis for ColA.\/ gpace ok .
) -1 2 Nul A: - The null space of a matrix A is the set Nul A of all solutions of
L - L - L - the homogeneous equation Ax = 0.
- - - - - - - To test whether a given vector v is in Nul A, just compute Av
-1 -3 —4 to see whether Av is the zero vector.
. . - To find a basis for Nul A, we solve the equation Ax = 0 and
B. -1 » | T 1 » | T 1 is a basis for COI A write the solution for x in parametric vector form. The vectors in
2 —1 -4 the parametric form give us a basis for Nul A.
- - - - - - - The nullity of a matrix A is the dimension of its NulA.
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Homogeneous equation Ax=0 }

#13. Consider the equation Ax = 0, where A is a5 X 7 matrix. Which of the following statements is/are
TRUE?

(i) Ax = 0 has infinitely many solutions.
(i) The matrix A has rank(A4) < 5.

(iii) The associated linear system has exactly two free variables.

B and i only () [e . The e%n hos 1 amknowns | but o most

B. (i) and (iii) only
C. (i) only

D. (ii) only

E. (i), (ii), and (iii)

A ezms, 1 mhnowms

\i‘ F)‘VU‘I‘ /905:‘1)‘074 (607'7’65/?0710(( o becsi's vo.%‘b[a_s)‘

(14) TY'M@ ' Qo\nI{A = D(:‘M(KOI[A)). ﬁ’LL
b(h%f & of A CoTre szrr\ofs —fo ‘fhz /D;VU‘/'
/90%‘7’7'0—,4; brf A . WA/\CA s o F ot & )

. ‘(\X|:Xx+5(;’f'7<4‘/'7§§+7(é-/—x7
(#4) Not fme ]5(7: 1 0 =o
0 =0
O =0
Linear transformation] D = 0O
#16. Consider the linear transformation T : R3 — R3 given by o
e e, €y
a 0 -1 0 4
T1 10 =|1(, T\ |1 =1 3|, T1]|0 = la
0 2 0 1 1 4

where a is a real number. Which of the following statements are/is TRUE?
(i) The linear transformation 1" is one-to-one for every real value of a.

(ii) The linear transformation is not onto for a = 2.
—_—
(iii) The standard matrix for the linear transformation T (relative to the standard basis on R® ) has rank 3 for all
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The Invertible Matrix Theorem

Let A be a square n x n matrix. Then the following statements are equivalent.
1. Ais an invertible matrix.
2. A is row equivalent to the n x n identity matrix.
3. A has n pivot positions.

4. The equation Ax = 0 has only the trivial solution.

(2

. The columns of A form a linearly independent set.
. The linear transformation x — Ax is one-to-one. (/t )
. The equation Ax = b has at least one solution for each b in R™.

. The columns of A span R™.

e o N o

. The linear transformation x — Ax maps R” onto R™. (’i’[, )
10. There is an n x n matrix C such that CA = I.

11. There is an n x n matrix D such that AD = I.

12. A7 is an invertible matrix.

13. The columns of A form a basis of R™.

14. Col A =R".

15. rank A = n. (/i.i»t )

16. dimNuld = 0.

17. Nul 4 = {0}.

18. det A # 0.

So olet (A)= -0+ 00— (6 .

dlet A
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Spring 2018 [The inverse matrix theorem J

#2. Let A be ann ¥ n singular real matrix. Which of the following statements are always true?
(i) det(A) = 0 clet A =0

(i) A is row equivalent to the identity matrix 7«

(iii) Ax = 0 must have nontrivial solutions

AN
(iv) Ax = b has a unique solution for every b € R" x A SSUME, —£ =0

A. (i) only

i) and (iii) only
C. (iii) only
D. (ii) and (iv) only
E. (i), (iii), and (iv)

[Compute the inverse J
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tThe inverse matrix theorem J

#12. Find all real number(s) a such that the following vectors form a basis for R3 (the real vector space of all
n X 1 real vectors):

h O
a a 1
2 3 1 2 3
@Z z ; %J the inverse odvix  Aheorem
Ca=1
D.a =2 det A+0 <= (columns of A Tmm,
E. a can be any real number
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Spring 2019 ‘ The inverse matrix theorem ’

—1] [—2] [—-1
#2. Suppose the set { [3] |:2] [2:| } is linearly dependent. Find a.
1] la]ll det A= O

A.a = —b. |
B.a = —2. , [~ "2 -
@L = 2 zé A: -3 =) -2
E.a = —3.
det A= C1)[™ '>{ SN N EE Y I
o l [ I a
= = (m2120) +2(-3+42) — (-30+))
= -20+) -) +t3¢.-2>L-2 = 0O D0=2 .
‘Linear transformation ’ ‘Coordinates of x relative to the basis}

#4. et L : R? — R be a linear transformation such that L (ED = H and L (BD = [02] . Find
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