
Midterm 1 Review Questions  

There will be seven multiple-choice questions and three work-out problems in Midterm 1.

For a review of material about the concepts covered in Midterm 1, please refer to the pdf named “Formula 
sheet Midterm 1” in the content folder. Below are some selected questions from the final exams from 2018 to 
2019. You can find more exercises from the past exam archive. 

Fall 2018 #1,  #2, #4, #6, #9, #14
Fall 2019 #1, #2, #8, #10, #13, #16
Spring 2018 #2, #4, #12,
Spring 2019 #2, #4

We list the above questions here for convenience. The complete notes for solving these questions will be 
posted on Thursday, Feb 17.

Fall 2018  

#1. Consider the system of linear equations

For which value of  is the system inconsistent?
A. 
B. 
C. 
D. 
E. 

 

 

 

 

 

 

 

 

 

Existence and Uniqueness Theorem

0 The augmented matrix
is

'
3 1

3 5 4 0 -1 -5 a-3) ~ (o -1 -5 a-3ii. a. aol.li : : : : : : :|
The system is inconsistent ⇐ the last row is of
the form [o o o nonzero]

{
" 1=0

⇒ {
a⇒ or

⇒ a= -11-a -1-0
a-1-1



#2. Consider the equation  where  is a  matrix and  is in . Which of the following 
statements is true for every matrix  ?
A. The equation  is inconsistent for every  in .
B. Whenever the equation  is consistent, it has exactly one solution .
C. Whenever the equation  is consistent, it has infinitely many solutions .
D. The equation  is inconsistent for at least one  in .
E. If the columns of  are a scalar multiple of one another, then the equation  has exactly one 
solution.

 

 

 

 

 

 

 

#4. Which of the following subsets of  is linearly independent?

A. 

B. 

C. 

D. 

E. 

 

 

 

Solutions for Ax=b

The inverse matrix theorem Linear Independence

3 eqns 2 Unknowns

A. Not true . Eg : A : zero matrix
,

15=8 D.True
.
A-- zero matrix

✗ , -1×2=0 I =/ I ]
.

B. Not true Eg :{ 0=0

0=0
E.Not true .

We can take
C. Not true

. Eg : { "
= '

✗ z = 1

same example in A0=0

✗ since it has a zero vector

✗ They are multiples of each other .

Notice det A = 0 , where it is constructed

✗
using the vectors ( The Inverse Matrix -1hm )
"

.
; ;)Yo → →: : :| -1: :|✗ ( 2 5 I 0 -3 -3

① ' 0 I 4 ④ 2 -1

Ii a - if / ° ① a)5 8 O O O ①

The matrix has 3 pivot positions
⇐ columns are linearly independent .



#6. Find a basis for the null space of .

A. .

B. .

C. .

D. .

E. .

 

 

#9. Let

Then the -entry of  is:
A. 6
B. 
C. 
D. 
E. 

 

Basis for Nul A

Compute the inverse

We solve AI =3
.
The augmented matrix

0 I -2 2 3 0

f. ; ; ; :| :p . - ' " °I -2 2 3

2 -4 5 7 0
]

~ : : : :|:/ yo
- . - so

µ 0 5 5 0 0 0 ① I

O O O O O

- f: : : :| :/ ⇒ f¥¥
"

:* . ¥✗3 = -✗4

\
O O O O

basic :X , ,
X} . free :X, ✗¢

✗" = ✗4

check spring 2018-1-14
!
www.n.a

. g-
Recall the 4.2) - entry of A

"

:(A)5- ¥A Cn
0

det A =3 -12
,

-

of / - s /
-2 -9

2 g- / + 8/-2
-2

2 4 /
=3 - (-10-136) -5 (-10+18) 1- 8. (-8+4)
= 3-26 -5 -8 -8-4



= 78-40-32

= 6

Csi = C- 1)
? ! /

5 8

4 s / = - (25-32)=7
Then the 11,2) - entry for A-

'

is

¥jCz ,
= f-



#14. Let  be the linear transformation whose standard matrix is . Which of the following 

statements are true?
(i)  maps  onto 
(ii)  maps  onto 
(iii)  is onto
(iv)  is one-to-one

A. (i) and (iii) only
B. (i) and (iv) only
C. (ii) and (iv) only
D. (ii) and (iii) only
E. (ii), (iii) and (iv) only

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Onto and one-to-one transformation 
= A①

O
g gyy

÷
- The matrix has size 3×4

.

So T : IR"→Ñ

since A-3×4%4×1 = ⑦ 3×1

- A has a pivot position in
every

row
.

So

the columns of A
spans 1123

.

- A has 4 columns in 1N
. They cannot

be linearly independent ! So 7 is not

one- to - one
.



Fall 2019  

#1. Given the determinant

what is the determinant

A. 
B. 12
C. 120
D. 
E. 4

 

 

 

 

 

 

 

 

#2.  Let  be an  matrix and  be a non-zero vector in . Which of the following statements must be 
TRUE?
(i) If  has only the trivial solution, then  has no solution.
(ii) If  has exactly one solution, then  is an  matrix with .
(iii) If  has infinitely many solutions, then  has infinitely many solutions.
(iv) If  is an  square matrix, then  has exactly one solution.
A. (ii) only
B. (iii) only
C. (i) and (ii) only
D. (iii) and (iv) only
E. (ii), (iii), and (iv) only

 

Properties of the determinant 

Solutions to Ax=b

1 \

(
2 2 10

Transpose > d e 5- f
o , /

120 > "°
atsd bt3e Set

2 10

'

a b 5- c
123-423-3122

> ( J e g. f
N← 123

> d e s- t
120 > 120

a b
120 → -120 ( z z

123→ £123
, d e * / -É¥}

( ; If- no -515=-60 ( ? ! -60→ -¥ 1 I 1)
= - 12

m eqns, , n
unknowns

.

Ii) Not true .

-11=1
.

= [
'

•

°

, ]
,

I :[ f)
.

Then AI -50

- has only trivial solution .

But A⇒=I ⇒ { to
Iii )

. True
. Unique solution ⇒ no free variables

⇒ A has at least n pivot positions .

Since each pivot position corresponds to



one row ⇒ mzn

Ciii ) Not true
.

Let A-- :|
,

I -- (9)
Aiko has infinitely many solution .

but

AE =D
.

has no solutions
.

Civ ) Not True . If It is a zero matrix

then A =3 is always true .

We have

infinitely many solutions
in this case

.



#8. Suppose . Which of the following statements is false?

A.  is a basis for .

B.  is a basis for .

C.  is a basis for Nul .

D.  is a basis for Nul .

E.  is consistent.

 

 

 

 

 

 

 

 

 

 

 

Basis for Col A and Nul A

✓

•

Find basis for Nul A : we solve Añ=8
.

÷ : : : :*[A 8) ~ ( -1 -3 0 -4 -6 0

( O -2 I -3 -3 0)÷
.

'

: : : : :0 I 0 2 2 O

O O l l I 0]0 I 0 2 2 0* ¥8 !

~ (
① ° ' -1 1

of0 ① 0 2 2 0So it cannot be
0 0 ① I 1 0

in NNIA
.

Basic rarities : × ,
,
✗ a. ✗ s

. free varibles
are ✗4×5 .

Pivot columns are 1
,
2 , 3 .

{
× , -2×24=0 ⇒ A basis for Col A is

✗a -12×4-12×5=0 111.11111✗s -1×4 -1×5=0



⇒ {
✗ 1 = 2×4

✗ a = -2 ✗ 4 - 2×5

✗3 = - ✗4 - ✗5 1

12 ✗ 4

⇒ * =/¥§;|= 1-2*-2*1=+4 / * µ;)- ✗4 - ✗5

✗4

Xs



#13. Consider the equation , where  is a  matrix. Which of the following statements is/are 
TRUE?
(i)  has infinitely many solutions.
(ii) The matrix  has .
(iii) The associated linear system has exactly two free variables.

A. (i) and (ii) only
B. (i) and (iii) only
C. (i) only
D. (ii) only
E. (i), (ii), and (iii)

 

 

 

 

 

 

 

 

#16. Consider the linear transformation  given by

where  is a real number. Which of the following statements are/is TRUE?
(i) The linear transformation  is one-to-one for every real value of .
(ii) The linear transformation is not onto for .
(iii) The standard matrix for the linear transformation  (relative to the standard basis on  ) has rank 3 for all 
real numbers .

A. (ii) only
B. (i) and (ii) only
C. (iii) only
D. (ii) and (iii) only
E. (i), (ii) and (iii)

 

 

Homogeneous equation Ax=0

Linear transformation

5-
eqns , 7 unknowns .

0 Ci) True
.
The

egn
has 7 unknowns

.

but a most

5- pivot position ( corresponds to basis rarities )
.

Iii ) True
.

Rank A = dim (Colla ) )
.
The

basis of A corresponds to the pivot
positions of A .

which is at most 5
.

Liii ) Not true
. Eg :

'

*j ? ?
"" -1×4-1×5 -1×6-1×7

0 = 0

-0 = 0

0 = 0

É É t.es

=
-

-

Observation '

- If we compute det A and use

the Invertible Matrix 7hm
,
we

0
can check the statements

.

ci ) ( iijlii )

together .

Since we only need to
check when det (A) =o

.

The standard matrix for -1 is :

* I:}
"

:|



det A

=p, :/ +1: :|
++11.1Ci )

Iii )
= ACH-a) -114 -za)

-14^1-5 )

=/za-a-+4 -2A -20

Ciii ) = -a'+ Ioa -16

So det (A) = - a'+ Ioa -16
.

Then det (A) = o <⇒ a'- Ioa -116 = @-2) (a- 87=0

⇐ a=2ora=8
.

So if a -1-2.8 .

det A -1-0
.



Spring 2018  

#2. Let  be an  singular real matrix. Which of the following statements are always true?
(i) 
(ii)  is row equivalent to the identity matrix
(iii)  must have nontrivial solutions
(iv)  has a unique solution for every 

A. (i) only
B. (i) and (iii) only
C. (iii) only
D. (ii) and (iv) only
E. (i), (iii), and (iv)

 

 

 

 

 

 

 

 

 

 

 

#4. Let . The  entry (the entry in the second row and the first column) of  is

A. 
B. 1
C. 0
D. 
E. 

 

 

 

The inverse matrix theorem 

Compute the inverse

✓- detA=0
I

✗ Assume 5=8

0

0 Method t.com/mtede-TAC12
Method 2 .

I 1 0 0 I 0* ⇒ =L : : :| : :|
121<-5/23

>

'

l 0 I 0 0 I

| I 1 0 0 I 0 )
0 0 2 I 0 0



R3→¥
> 0 I -1 ( O l - l

R2 → fbgy.az |
" ° / ° 0 ,

-

0 0 I too }
RI → 123×1-1) -1121

'

>

0 I 0 ④ I - I• →ma [ °o°, %)
=[I A-

'

]



#12. Find all real number(s)  such that the following vectors form a basis for  (the real vector space of all 
 real vectors):

A. 
B. 
C. 
D. 
E.  can be any real number

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The inverse matrix theorem 

Let A :| "÷. :|
.

0 By the inverse matrix theorem
.

det A -1-0 ⇐ columns of A form
a basis for 112?

detA= al 's :| - all :/ +1%1
= →at a -11

.

= - a -11

Thus det A -1-0 <⇒ a -41



Spring 2019  

#2. Suppose the set  is linearly dependent. Find .

A. .
B. .
C. .
D. .
E. .

 

 

 

 

 

 

#4. Let  be a linear transformation such that  and   Find 

.

A. 

B. 

C. 

D. 

E. 

The inverse matrix theorem 

Linear transformation Coordinates of x relative to the basis

det A = 0

let A=(÷ ;
-1

° :|
a

det A = C- 1) . /
→ -2

a , / - 1-21/-3,
-

? / - /
-3 -2

1 a /
= - (-21-24) +2 (-3+2) - C-3 a -121

= -2A -12 -2 -13a -2 = a -2 = 0 ⇒ a = 2
.

Note {[:| , (H ) is a basis for Ñ .

We want to write [ :| as a linear combination

of fit and I:|
.

i. e.

0 " l:/ + " 17=1:|
Augmented matrix :(; :| :/ ~( ! ?
y : :| :|

Thus {
✗ 1=2

✗ < = - I



so 1-1.1=4:| - I:| .
Then

4%11=47%1 - 1:11 .

since L is linear

= a- 11:11 -41:D
= .-1:| - i:|
=p;) .


